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Background
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“The Board envisioned that the American Statistical Association 

(ASA) statement on p-values and statistical significance would 

shed light on an aspect of our field that is too often misunderstood 

and misused in the broader research community, 

and, in the process, provides the community a service.”



Background
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• The Board tasked Ronald L. Wasserstein with assembling 

a group of experts representing a wide variety of points of 

view. On behalf of the Board, he reached out to more than 

two dozen such people, all of whom said they would be 

happy to be involved.

• The statement development process was lengthier and 

more controversial than anticipated.



Background
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• A group of discussants was contacted to provide comments on the 

statement (Naomi Altman, Douglas Altman, Daniel J. Benjamin, Yoav

Benjamini, Jim Berger, Don Berry, John Carlin, George Cobb, Andrew 

Gelman, Steve Goodman, Sander Greenland, John Ioannidis, Joseph 

Horowitz, Valen Johnson, Michael Lavine, Michael Lew, Rod Little, 

Deborah Mayo, Michele Millar,Charles Poole, Ken Rothman, Stephen 

Senn, Dalene Stangl, Philip Stark and Steve Ziliak).

• Their statements were published in the online supplement to the ASA 

statement.



Principles
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1. P-values can indicate how incompatible the data are with a 

specified statistical model.

2. P-values do not measure the probability that the studied 

hypothesis is true, or the probability that the data were produced by 

random chance alone.

3. Scientific conclusions and business or policy decisions should not 

be based only on whether a p-value passes a specific threshold.



Principles
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4. Proper inference requires full reporting and transparency.

5. A p-value, or statistical significance, does not measure

the size of an effect or the importance of a result.

6. By itself, a p-value does not provide a good measure of

evidence regarding a model or hypothesis.



Introduction to the p-value

▪ 𝐻0: the difference is 0 vs. 𝐻𝑎 : the difference is not 0 

▪ Type I error = α = significance level, is the probability of rejecting 

𝐻0 when 𝐻0 is true (false positive)

▪ Type II error = β, is the probability of not rejecting 𝐻0 when 𝐻𝑎 is 

true (false negative)

▪ Power = 1- β, is the probability of rejecting 𝐻0 when 𝐻𝑎 is true 

▪ p-value is the probability of obtaining a test statistic at least as 

extreme as the statistic observed under the 𝐻0 (and every other 

assumption made). P-value depends on the sample size.

2021-05-27Laura Pazzagli 12



Introduction to the p-value

▪ The p-value is used in statistical significance testing to 

determine whether the null hypothesis of a research question 

should be rejected or not.

▪ From the ASA statement on statistical significance and p-values, 

“a p-value is the probability under a specified statistical model 

that a statistical summary of the data would be equal to or more 

extreme than its observed value”. 

▪ The consensus used in most research fields is that a p-value of 

0.05 or below can be considered ‘statistically significant’, which 

gives cause for the null hypothesis to be rejected. 
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Introduction to the p-value

▪ The appropriate use and interpretation of the p-value is often 

poorly considered in research.

▪ Particular issues arise when p-values are interpreted as the 

probability that a hypothesis is true given that a certain result 

has been observed. 

▪ This is not the same as the probability that a result has occurred 

given that a certain hypothesis is not rejected.
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Advantages of the p-value

▪ Hypothesis based estimates taken from p-values allows for 

generalizability to populations outside of the sample.

▪ The p-value considers the variability within a sample, since the 

p-value is derived using the standard error.

▪ If the assumptions on distribution, independence of 

observations, and randomness of the data hold, it is possible to 

provide at least some indication of the range of possible values 

for the ‘true’ outcome.
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Disadvantages of the p-value

▪ The p-value is prone to overly simplistic and often misleading 

interpretation. 

▪ In particular, the fifth principle from the ASA statement is often 

misinterpreted or ignored. 

▪ This principle states that “A p-value, or statistical significance, 

does not measure the size of an effect or the importance of a 

result” which is closely related to the Altman and Bland statistics 

notes in BMJ 1995 “Absence of evidence is not evidence of 

absence”. 
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Disadvantages of the p-value

▪ The standard significance level of 0.05 is a statistical convention 

used to be able to draw a decision line for inferring results 

coming from subpopulations to more general populations.

▪ Since this value is arbitrary, and has simply become convention, 

the significance level should be cautiously used to establish 

presence or absence of effects. 

▪ Non-significant results can still hide important signals which 

would need more evidence to be generalizable. 
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Disadvantages of the p-value

▪ Certain signals should be taken as a starting point for new 

investigations of the same research question, for example using 

data coming from other settings. 

▪ To build robust evidence significant results from a single study 

are not the absolute key, and support from validating studies is 

needed. 

▪ In both randomized and observational studies, non-significant 

results are given a negative interpretation and are considered to 

show the absence of the investigated effect, however such 

results should be interpreted as the absence of evidence for the 

effect in the specific study, or alternatively in the specific data 

sample. 

2021-05-27Laura Pazzagli 18



Disadvantages of the p-value

▪ In a follow-up editorial from Alderson “Absence of evidence is 

not evidence of absence - We need to report uncertain results 

and do it clearly”, in BMJ 2004, the author states that

“We need to create a culture that is comfortable with 

estimating and discussing uncertainty”

▪ which is the real key when trying to understand the truth.
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Problems with the use of the p-value 

in the research environment

▪ Whether or not scientific journals decide to accept or reject an 

academic paper may have less to do with the quality of the 

paper, and whether or not the method is robust, and more to do 

with whether the results are considered to be ‘statistically 

significant’ according to the conventional 0.05 cut off. 

▪ Such an effect is known as publication bias, and this process 

can have a huge impact on available published evidence.
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Problems with the use of the p-value 

in the research environment

▪ The effect on particular meta-analyses, often used to build an 

overarching picture of the existing literature, can be drastic, and 

is particularly concerning given that meta-analyses are often 

considered by for example media sources to be the ‘gold-

standard’ when answering an overarching research question.

▪ The inherent bias by academic journals toward results shown to 

be statistically significant leads on to the detrimental practice of 

p-mining, and to the ways that p-values can be potentially 

misused for reasons which do not comply with good scientific 

practice.
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P-mining and conflict of interest

▪ P-mining and reporting only of significant results can represent a 

large conflict of interest. 

▪ P-values have been known to make-or-break careers with 

significant findings being preferentially published. 

▪ Lack of a “positive” or otherwise known as significant result can 

drastically reduce research funding opportunities, and impact on 

career opportunities, as CVs are evaluated and often ranked 

based on how many high-impact journals appear in the 

publication list. 
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P-mining and conflict of interest

▪ The ramifications are widespread not only in health care, but in 

other fields as well. 

▪ Over 20 years ago, a significant p-value was published linking 

the measles, mumps, rubella vaccination and autism: a claim 

that was made from researchers with extreme conflicts of 

interest which were not declared at the point of submission.

▪ Subsequent investigations unearthed that the study was funded 

by lawyers suing vaccine manufacturers. 
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P-mining and conflict of interest

. 
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P-mining and conflict of interest
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P-mining and conflict of interest

▪ This serves to highlight the dominance of the p-value and the 

importance that is placed on obtaining a significant finding, but it 

should not be the only measure of the final scientific conclusion 

or implication. 

▪ It should be taken together with the magnitude of the 

association, underlying mechanisms, replication of results, and 

previous research findings. 

▪ A small p-value does not necessarily mean “relevant” given that 

an intrinsic property of a smaller p-value is that it can be 

obtained in nearly all cases with a large sample size. 

▪ Larger sample size does not necessarily replace quality of a 

study and could be instead more reflective of the size of the 

funding supporting the research. 
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Three common misuses of p-values
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Large p-value means no difference: Wrong

“One property of the p-value is that it is a function of the sample 

size (N) (under the Ha). Thus, when N is large, the p-value is 

destined to be small; this feature can be a reward –

acknowledging how hard it is to collect a large sample – but can 

cause other problems.”



Three common misuses of p-values
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Multiple testing & 0.05

“The underlying mechanism of multiple testing may be well 

described as...“If you torture the data enough, nature will always 

confess.” Acceptable solutions are 1) to designate a single 

Primary hypothesis (and outcome/parameter/method), while all 

others are secondary/sensitivity/confirmatory; 2) to reveal all 

analyses performed (under a given aim in one publication)…”. 



Three common misuses of p-values
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Smaller p-value is more significant? Not necessarily

“We have discussed the well-known ‘large N→small p’ 

phenomenon. Below we illustrate that ‘smaller p-value, smaller 

effect’ can happen, when Ns are different. Another philosophical 

question may be: Which more strongly supports the effect, ‘a 

large effect size from a small sample’ vs. ‘a small effect size 

from a large sample’? The answer can vary and may be not 

straightforward; yet we are easily convinced that ‘sole reliance 

on p-values’ can be problematic.”



The fickle P value generates 

irreproducible results (Nature Methods 2015)
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The fickle P value generates 

irreproducible results (Nature Methods 2015)



2021-05-27Laura Pazzagli 33

The fickle P value generates 

irreproducible results (Nature Methods 2015)



Alternatives to the p-value

▪ An increasingly popular alternative to formal hypothesis and 

significance testing using p-values is the concept of inference 

based on probabilities of outcomes occurring, or of belonging to 

a certain group. 

▪ In particular, Bayesian approaches which use pre-existing 

information within data to determine the likelihood of future 

possible outcomes are sometimes used in place of statistical 

significance testing. 

▪ Rather than testing a research question and rejecting or not the 

null hypothesis, the fit of the model can be assessed instead, 

and information provided on whether the addition of more 

groups or variables to the model is improving the extent to which 

the model explains the data. 
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Alternatives to the p-value

▪ Values which can be used in these kinds of probabilistic 

methods include Akaike’s information criteria (AIC), formally 

presented by Hirotugu Akaike in 1974, and the Bayesian 

Information Criteria (BIC) developed by Gideon E. Schwarz in 

1978. 

▪ These values are data driven and penalize complexity and 

number of variables, and therefore aid in model construction as 

well as interpretation. 

▪ The field of for example trajectory analysis uses a probabilistic 

approach to estimate expected outcomes over time for different 

groups of individuals, which are defined by the model rather 

than by a hypothesis. 
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Alternatives to the p-value

▪ An advantage to such methods is the ability to assess 

uncertainty as well as predicting outcomes, and so takes what 

could be described as a more holistic approach to data analysis 

relative to the use of p-values. 

▪ A disadvantage is the reliance on the data itself, which can 

reduce generalizability, and interpretation can be more 

complicated when using these approaches.

▪ Recently the e-value became another popular approach to be 

used as sensitivity analysis.

▪ The e-value measures the amount of association between an 

unmeasured confounder and the exposure and outcome that 

would be necessary to completely cancel away the findings. 
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Conclusions

▪ Often, p-values are used as an easily interpretable indication of 

what results mean for the benefit of individuals who may have 

minimal or no statistical training. 

▪ Use of the p-value as a simplification of whether an association 

exists is problematic for all the above mentioned reasons, in 

particular the intrinsic quality of the p-value reducing as the 

sample size increases is often overlooked. 

▪ The allocation of research funding towards hot topic studies in 

which a new association is believed to have been found (for 

example the Wakefield study) is not only detrimental to scientific 

understanding, but it can be dangerous to human health. 
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Conclusions

▪ To address this, journals need to move away from the 

temptation to publish primarily ‘significant’ results which can be 

neatly packaged as answering a certain question conclusively.

▪ When p-value results are interpreted with care, and considering 

all the assumptions involved, they can provide a useful tool 

when addressing scientific questions. 

▪ Discussion of the uncertainty involved in a study, and a move 

away from headline inducing studies with a focus on novelty and 

statistical significance is an important first step.
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Conclusions

▪ What about all the other methodological issues related to a 

specific research question?

▪ Do statistically significant results equal unbiased results?

▪ More thinking about potential sources of bias is necessary when 

interpreting statistically significant results.

▪ Statistical significance does not correspond to clinical relevance.
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